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TDWI World Conference—Spring 2003

Post-Conference Trip Report


May 2003
Dear Attendee,

Thank you for joining us in San Francisco for our TDWI World Conference—Spring 2003, and for participating in our conference evaluation. Even with all the activities available in San Francisco, classes were filled all week long as everyone made the most of the wide range of full-day, half-day, and evening courses; Guru Sessions, Peer Networking, and our BI Strategies program.

We hope you had a productive and enjoyable week in San Francisco. This trip report is written by TDWI’s Research department, and is divided into nine sections. We hope it will provide a valuable way to summarize the week to your boss!
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I. Conference Overview


For our Spring Conference, our largest contingency of attendees came from the United States, but we had visitors from Canada, Mexico, Africa, Asia, Australia, Europe, and South America. This was truly a worldwide event! Our most popular courses of the week were “TDWI Data Warehousing Architectures” and our “TDWI Business Intelligence Strategies” program, followed by “TDWI Fundamentals of Data Warehousing.”
Data warehousing professionals devoured books for sale at our membership desk. The most popular titles were:

· The Data Warehouse Toolkit, 2nd ed., R. Kimball & M. Ross

· Data Modeler’s Workbench, S. Hoberman
· Building and Managing the Meta Data Repository, D. Marco
· The Data Warehouse Lifecycle Toolkit, R. Kimball, L. Reeves, M. Ross, 
& W. Thornthwaite

· Common Warehouse Metamodel, J. Poole, D. Chang, D. Tolbert, & S.D. Mellon
II. TDWI-Giga Information Group Quarterly Technology Survey


By Wayne W. Eckerson, TDWI Director of Education and Research

This quarter’s technology survey, designed by Giga Information Group, is based on 120 respondents who filled out 4-page questionnaires at the TDWI San Francisco conference on May 12.


Percent

* Which DATA SOURCES do you extract from today? (Select all that apply)

(Not Answered)

0.46 %

Mainframes

16.89 %

EAI/QUeues

1.60 %

Relational

21.00 %

Web logs

2.51 %

Flat files

20.78 %

External

9.59 %

XML

2.97 %

Excel

11.42 %

Packaged Apps

11.87 %

Other

0.91 %

Total Responses

100
%

* Which NEW data sources will you extract from in 18 months? (Select all that apply)

(Not Answered)

1.43 %

Mainframes

13.67 %

EAI/QUeues

5.51 %

Relational

17.35 %

Web logs

5.71 %

Flat files

17.14 %

External

10.00 %

XML

6.94 %

Excel

10.20 %

Packaged Apps

11.02 %

Other

1.02 %

Total Responses

100
%

* Approximately, how much RAW data does your data warehouse contain TODAY?

(Not Answered)

15.83 %

<100MB

5.00 %

100MB–500MB

2.50 %


500MB–1GB

5.00 %

1GB–50GB

15.00 %

50GB–500GB

22.50 %

500GB–1TB

13.33 %

1TB–10TB

15.83 %

10+TB

5.00 %

Total Responses

100
%


* Approximately, how much RAW data will your data warehouse contain in 18 MONTHS?

(Not Answered)

11.67 %

<100MB

0.83 %

100MB–500MB

2.50 %

500MB–1GB

3.33 %

1GB–50GB

10.83 %

50GB–500GB

22.50 %

500GB–1TB

12.50 %

1TB–10TB

26.67 %

10+TB

9.17 %

Total Responses

100
%

* How frequently do you load your data warehouse? 


Today

(Not Answered)

3.09 %

Monthly

28.87 %

Weekly

23.20 %

Daily

35.05 %

Many times a day

6.19 %

Near real time

3.61 %

Total Responses

100
%

In 18 Months

(Not Answered)

2.73 %

Monthly

20.00 %

Weekly

20.91 %

Daily

33.64 %

Many times a day

13.18 %

Near real time

9.55 %

Total Responses

100
%

* What database is the primary production platform for the data warehouse?

(Not Answered)

2.88 %

DB2 UDB

15.11 %

Oracle 8i/9i

41.73 %

Microsoft SQL Server

19.42 %

Teradata (NCR)

7.91 %

Informix

2.88 %

Sybase

0.72 %

Legacy database IBM (IMS, VSAM, etc.)

5.76 %

Legacy database (other)

0.72 %

Other

2.88 %

Total Responses

100
%
* Which massive parallel processing (MPP), clustered or “shared nothing” 
system runs your production data warehouse?

(Not Answered)

13.01 %

We don’t use an MPP, clustered, or shared nothing system

43.09 %

DB2 on IBM SP (scalable parallel) hardware with AIX

8.94 %

DB2 on any other clustered or MPP hardware with any OS

4.07 %

Oracle on IBM SP (scalable hardware) with AIX

4.88 %

Oracle Parallel Server (OPS) on Sun clustered hardware with Sun OS

3.25 %



Oracle Parallel Server (OPS) on HP clustered hardware with HP OS

4.88 %

Oracle Real Application Clusters (RAC) on Sun clustered hardware with Sun OS
1.63 %

Oracle Real Application Clusters (RAC) on HP clustered hardware with HP OS
5.69 %

Teradata (NCR) on WorldMark hardware with MP/RAS

5.69 %

Teradata (NCR) on WorldMark hardware with NT, W2K, XP

0.81 %

Other

4.07 %

Total Responses

100
%

* Our production data mining applications perform the following functions:



(Not Answered)

14.17 %

Customer buying recommendations: cross selling, upselling

3.33 %

Customer profiling, customer segmenting

12.50 %

Marketing (other than otherwise specified)

5.00 %

Brand management

0.83 %

Fraud detection

3.33 %

Product forecasting, demand planning

6.67 %

Production control, variance analysis, machine reliability

0.83 %

Supply chain

4.17 %

Logistics/distribution

1.67 %

Human resources

3.33 %

Other

5.00 %

Do not perform data mining

30.00 %

Do not know or not applicable

9.17 %

Total Responses

100
%

* We have the following data mining tools in production:

(Not Answered)

39.33 %

Ascential (Orchestrate Analytics)

1.33 %

Business Objects (Business Miner)

13.33 %

Cognos Software (4Thought, Scenario)

6.00 %

IBM (Intelligent Miner)

1.33 %

Microsoft

9.33 %

NCR (Teraminer)

0.67 %

Oracle (Darwin)

0.67 %

Oracle (9i Analytic Services for Data Mining)

2.00 %

SAS Institute (Enterprise Miner)

8.67 %

SPSS Clementine

1.33 %

SPSS Answer Tree, Base SPSS, Neural Connection

2.67 %

Other

13.33 %

Total Responses

100
%
* What is your organization’s approach to data quality, data integrity, 
or information stewardship?

(Not Answered)

5.04 %


No consistent approach to data quality— everyone does their own thing

16.55 %


Departmental initiatives based on local issues

16.55 %


Departmental perspective based on company-wide issues

8.63 %


Project based approach based on local issues

13.67 %


Project based approach based on company-wide issues

14.39 %


Company-wide initiative based on enterprise-wide issues and goals

19.42 %


Data quality is not acknowledged as an issue

2.88 %


Do not know or not applicable

2.88 %


Total Responses

100
%
* Select all the data quality software, tools or technology that you 
currently have in production? (Select ALL that apply)

(Not Answered)

19.84 %

None

39.68 %

Don’t know

10.32 %

Ascential Integrity

3.17 %

Ascential MetaRecon

2.38 %

Avellino Discovery

1.59 %

DataFlux

0.79 %

Evoke Axio

2.38 %

Firstlogic

2.38 %

Group 1— Other

2.38 %

Trillium

6.35 %

Other

8.73 %

Total Responses

100
%
* How much do you expect your budget for data warehousing SERVERS 
AND DATABASES to increase or decrease in the coming budget period?

(Not Answered)

5.00 %

Increase by 1–5%

19.17 %

Increase by 6–10%

14.17 %

Increase by 11–20%

13.33 %

Increase more than 20%

14.17 %

Do not know

28.33 %

Decrease by 1–5%

1.67 %

Decrease by 6–10%

0.83 %

Decrease 11–20%

0.83 %

Decrease by more than 20%

2.50 %

Total Responses

100
%
* How much do you expect your budget for DATA MINING TOOLS to increase 
or decrease in the coming budget period?

(Not Answered)

11.67 %

Increase by 1–5%

15.83 %

Increase by 6–10%

6.67 %

Increase by 11–20%

7.50 %

Increase more than 20%

3.33 %

Do not know

52.50 %

Decrease by 1–5%

0.83 %

Decrease 11–20%

0.83 %

Decrease by more than 20%

0.83 %

Total Responses

100
%
* How much do you expect your budget for DATA QUALITY AND PROFILING TOOLS to increase or decrease in the coming budget period?

(Not Answered)

8.33 %

Increase by 1-5%

19.17 %

Increase by 6-10%

10.83 %

Increase by 11-20%

5.00 %

Increase more than 20%

5.83 %

Do not know

48.33 %

Decrease by 1-5%

0.83 %

Decrease 11-20%

0.83 %

Decrease by more than 20%

0.83 %

Total Responses

100
%
III. Keynotes


Monday, May 12, 2003: Evaluating ETL and Data Integration Platforms
Wayne Eckerson, TDWI Director of Research
TDWI director of research, Wayne Eckerson, provided highlights of a recent TDWI in-depth report that examined the current and future states of ETL technology. Eckerson’s and co-author Colin White’s thesis is that the trend towards bigger enterprise data warehouses and more real-time operational reporting is causing a dramatic change in ETL technology. 

To meet customer demands and stay ahead of emerging trends, ETL tools are moving from batch, unidirectional systems for loading departmental-sized data warehouses and data marts to real-time, bidirectional systems for loading enterprise data warehouses that connect to a multiplicity of sources, including increasingly XML, Web, and packaged application systems. 

Eckerson also noted how a majority of organizations are moving from building to buying ETL tools, although there is a hard core minority who still firmly believe that hand-coding ETL is more cost- and time-efficient. Also, while most organizations purchase ETL tools primarily to speed deployments, it takes almost a year for developers to become proficient enough with ETL tools to make them more productive with the tools than hand-coding. Thus, in a pinch, many developers are tempted to dump the ETL packages and hand-code the ETL programs. 

Thursday, May 18, 2003: A Practical Approach for DW Program Management
Debbie Froelich of Mattel and Jonathan Geiger from Intelligent Solutions described the way that program management has been implemented at Mattel and discussed ongoing work to further develop effectiveness of the data warehousing program. Program management, say Froelich and Geiger, is essential to coordinate among multiple data warehousing projects with many dependencies. Implementing a program management office (PMO) is incremental and evolutionary, like many other aspects of data warehousing best practices. First steps for Mattel included educating the staff, engaging a consultant as a program mentor, defining and establishing roles and responsibilities, and understanding the multiple data warehousing projects already underway. 

 

The PMO, once established, focuses on successful data warehousing projects from four perspectives:

· Organization—people, roles and responsibilities,

· Infrastructure—tools and technology,

· Process—methodology, project management, and metadata management, 

· Execution—projects, priorities, and business alignment.

 

Froelich emphasized that program management is ongoing, and that development of the PMO is a continuing effort. “When we started out we were terrible,” she said. “Now we’re good, and the next challenge is moving from good to great.” Throughout the keynote presentation, both speakers offered lessons learned and critical success factors that provide sound, experience-based guidance for anyone implementing program management discipline in their data warehousing initiative.

IV. Course Summaries

Sunday & Monday, May 11 & 12: TDWI Data Warehousing Fundamentals: A Roadmap to Success

Karolyn Duncan, Principal Consultant, Information Strategies, Inc., and TDWI Fellow; and James Thomann, Principal Consultant, Web Data Access; and TDWI Fellow 

This course was designed for both business people and technologists. At an overview level, the instructor highlighted the deliverables a data warehousing team should produce, from program level results through the details underpinning a successful project. Several crucial messages were communicated, including:

· A data warehouse is something you do, not something you buy. Technology plays a key role in helping practitioners construct warehouses, but without a full understanding of the methods and techniques, success would be a mere fluke.

· Regardless of methodology, warehousing environments must be built incrementally. Attempting to build the entire product all at once is a direct road to failure.

· The architecture varies from company to company. However, practitioners, like the instructor, have learned a two- or three-tiered approach yields the most flexible deliverable, resulting in an environment to address future, unknown business needs.

· You can’t buy a data warehouse. You have to build it.

· The big bang approach to data warehousing does not work. Successful data warehouses are built incrementally through a series of projects that are managed under the umbrella of a data warehousing program. 

· Don’t take short cuts when starting out. Teams often find that delaying the task of organizing meta data or implementing data warehouse management tools are taking chances with the success of their efforts. 

This course provides an excellent overview for data warehousing professionals just starting out, as well as a good refresher course for veterans.

Sunday, May 12: What Business Managers Need to Know about Data Warehousing

Jill Dyché, Vice President, Management Consulting Practice, Baseline Consulting Group

Jill Dyché covered the gamut of data warehouse topics, from the development lifecycle to requirements gathering to clickstream capture, pointing out a series of success factors and using illustrative examples to make her points. Beginning with a discussion of “The Old Standbys of Data Warehousing,” which included an alarming example of a data warehouse project without an executive sponsor, Jill gave a sometimes tongue-in-cheek take on data warehousing’s evolution and how certain assumptions are changing. She dropped a series of “golden nuggets” in each of the workshop’s modules, including:

· Corporate strategic objectives are driving data warehousing more than ever, but new applications like ERP and CRM are demonstrating its value

· Organizational issues can sabotage a data warehouse, as can lack of clear job roles. (Jill thinks “architect” is a dirty word.)

· That CRM may or may not be a data warehousing best practice—but data warehousing is definitely a CRM best practice.

· That for data warehousing to really be valuable, the company must consider its data not just a necessity, but a corporate asset.

Jill provided actual client case studies, refreshingly naming names. The workshop included a series of short, interactive exercises that cemented understanding of data warehouse best practices, and concluded with a quiz to determine whether workshop attendees were themselves data warehousing leaders.

Sunday, May 11: Collecting and Structuring Business Requirements for Enterprise Models

James A. Schardt, Chief Technologist, Advanced Concepts Center, LLC
This course focused on how to get the right requirements so that developers can use them to design and build a decision support system. The course offered very detailed, practical concepts and techniques for bridging the gap that often exists between developers and decision makers. The presentation showed proven, practiced requirement gathering techniques that capture the language of the decision maker and turn it into a form that helps the developer. Attendees seemed to appreciate the level of detail in both the lecture and the exercises, which held students’ attention and offered value well beyond the instruction period. 

Topics covered:

· Risk mitigation strategies for gathering requirements for the data warehouse 

· A modeling framework for organizing your requirements 

· Two data warehouse unique modeling patterns 
· Techniques for mapping modeled requirements to data warehouse design
Sunday, May 11: Designing a High-Performance Data Warehouse

Stephen Brobst, Managing Partner, Strategic Technologies & Systems

Stephen Brobst delivered a very practical and detailed discussion of design tradeoffs for building a high performance data warehouse. One of the most interesting aspects of the course was to learn about how the various database engines work “under the hood” in executing decision support workloads. It was clear from the discussion that data warehouse design techniques are quite different from those that we are used to in OLTP environments. In data warehousing, the optimal join algorithms between tables are quite distinct from OLTP workloads and the indexing structures for efficient access are completely different. Many examples made it clear that the quality of the RDBMS cost-based optimizers is a significant differentiation among products in the marketplace today. It is important to understand the maturity of RDBMS products in their optimizer technology prior to selecting a platform upon which to deploy a solution.

Exploitation of parallelism is a key requirement for successfully delivering high performance when the data warehouse contains a lot of data—such as hundreds of gigabytes or even many terabytes. There are four main types of parallelism that can be exploited in a data warehouse environment: (1) multiple query parallelism, (2) data parallelism, (3) pipelined parallelism, and (4) spatial parallelism. Almost all major databases support data parallelism (executing against different subsets of data in a large table at the same time), but the other three kinds of parallelism may or may not be available in any particular database product. In addition to the RDBMS workload, it is also important to parallelize other portions of the data warehouse environment for optimal performance. The most common areas that can present bottlenecks if not parallelized are: (1) extract, transform, load (ETL) processes, (2) name and address hygiene—usually with individualization and householding, and (3) data mining. Packaged tools have recently emerged in to the marketplace to automatically parallelize these types of workloads.

Physical database design is very important for delivering high performance in a data warehouse environment. Areas that were discussed in detail included denormalization techniques, vertical and horizontal table partitioning, materialized views, and OLAP implementation techniques. Dimensional modeling was described as a logical modeling technique that helps to identify data access paths in an OLAP environment for ad hoc queries and drill down workloads. Once a dimensional model has been established, a variety of physical database design techniques can be used to optimize the OLAP access paths.

The most important aspect of managing a high performance data warehouse deployment is successfully setting and managing end user expectations. Service levels should be put into place for different classes of workloads and database design and tuning should be oriented toward meeting these service levels. Tradeoffs in performance for query workloads must be carefully evaluated against the storage and maintenance costs of data summarization, indexing, and denormalization.

Sunday, May 11: Fundamentals of Business Analytics

Michael L. Gonzales, President, The Focus Group, Ltd.

It is easy to purchase a tool that analyzes data and builds reports. It is much more difficult to select a tool that best meets the information needs of your users and works seamlessly within your company’s technical and data environment.

Mike Gonzales provides an overview of various types of OLAP technologies—ROLAP, HOLAP, and MOLAP—and provides suggestions for deciding which technology to use in a given situation. For example, MOLAP provides great performance on smaller, summarized data sets, whereas ROLAP analyzes much larger data sets but response times can stretch out to minutes or hours. 

Gonzales says that whatever type of OLAP technology a company uses, it is critical to analyze, design, and model the OLAP environment before loading tools with data. It is very easy to shortcut this process, especially with MOLAP tools, which can load data directly from operational systems. Unfortunately, the resulting cubes may contain inaccurate, inconsistent data that may mislead more than it informs. 

Gonzales recommends that users model OLAP in a relational star schema before moving it into an OLAP data structure. The process of creating a star schema will enable developers to ensure the integrity of the data that they are serving to the user community. By going through a rigor of first developing a star schema, OLAP developers guarantee that the data in the OLAP cube has consistent granularity, high levels of data quality, historical integrity, and symmetry among dimensions and hierarchies. 

Gonzales also places OLAP in the larger context of business intelligence. Business intelligence is much bigger than a star schema, an OLAP cube, or a portal, says Gonzales. Business intelligence exploits every tool and technique available for data analysis: data mining, spatial analysis, OLAP, etc. and it pushes the corporate culture to conduct proactive analysis in a closed loop, continuous learning environment.
Monday, May 12: The Operational Data Store in Action

Joyce Norris-Montanari, Senior Vice President, Intelligent Solutions, Inc.

Key Points of the Course

This course took the theory of the Operational Data Store one step further. The course addressed advanced issues that surrounds the implementation of an ODS. It began with an understanding of what an Operational Data Store is (and IS NOT) and how it fits into an architected environment. Differences between the ODS and the Data Warehouse were discussed. Many students in the class realized that what they had built (thinking it was a data warehouse) was really an ODS. 
Best practices for implementation were discussed, as well as resource and methodology requirements. While methodology may not be considered fun, by some, it is considered necessary to successfully implement an ODS. A data model example was used to drive home the differences in the ODS and data warehouse. The session wrapped up with a discussion on how important the quality of the data is in the ODS (especially in a customer centric environment) and how to successfully revamp an environment based on past mistakes and the sudden realization that what was created was not a data warehouse but an ODS.

What was Learned in this Course

The student left this session understanding the:

1. Architectural Differences Between the ODS and the Data Warehouse

2. Classes of the Operational Data Store

3. ODS Interfaces–What Comes in and What Goes Out!

4. ODS Distinctions

Best Practices When Implementing an ODS in e-Business, Financial Institutions, Insurance Corporations and Research and Development Firms

Monday, May 12: Leading and Organizing Data Warehousing Teams

Maureen Clarry and Kelly Gilmore, Partners, CONNECT: The Knowledge Network

This popular course provided a framework with which to create, oversee, participate in, and/or be the “customer” of a team engaged in a data warehousing effort. The course offered several valuable organizational quality tools which may be novel to some, but which are proven in successful enterprises:

· “Systems Thinking” as a general paradigm for avoiding relationship “traps” and overcoming obstacles to success in team efforts.

· “Mental Models” to help see and understand situations more clearly.

· Assessment tools to help anyone understand their own personal motives, drivers, needs, modes of learning and interaction; and those of their colleagues and customers.

· Strategies for enhancing collaboration, teamwork, and shared value.

· Leadership skills.

· Toolkits for defining and setting expectations for roles and responsibilities, and managing toward those expectations.

The subject matter in this course was not technical in nature, but it was designed to be deployed and used by team members engaged in complex data warehousing projects, to help them set objectives and manage collective pursuits toward achieving them.

Clarry and Gilmore used a highly interactive teaching style intended to engage all students and provide an atmosphere that stimulated learning. 

Monday, May 12: Real-Time Data Warehousing 

Stephen A. Brobst, Managing Partner, Strategic Technologies & Systems
The goal of an enterprise data warehouse is to provide a business with analytical decision-making capability for use as a competitive weapon. Traditional data warehousing focuses on delivering strategic decision support. Having a single source of truth for understanding key performance indicators (KPIs) with sophisticated what-if analysis for developing business strategy has certainly paid big dividends in competitive marketplace environments. Data mining techniques further refine business strategy via advanced customer segmentation, acquisition and retention models, product mix optimization, pricing models, and many other similar applications. The traditional data warehouse is typically used by decision-makers in areas such as marketing, finance, and strategic planning. The goal of Real-Time Data Warehousing is to increase the speed and accuracy with which decisions are made in the execution of strategies developed in the corporate ivory tower through deployment of tactical decision support capability.

Delivery of tactical decision support from the enterprise data warehouse requires a re-evaluation of existing service level agreements. The three areas to focus on are data freshness, performance, and availability. In a traditional data warehouse, data is usually updated on periodic, batch basis; refresh intervals are anywhere from daily to weekly. In a tactical decision support environment, data must be updated more frequently. For example, while yesterday’s sales figures shouldn’t be needed to make a strategic decision, access to up-to-date sales and inventory figures is crucial for effective (tactical) decisions on product markdowns. Batch data extract, transform, load (ETL) processes will need to be migrated to trickle feed data acquisition in a tactical decision support environment. This is a dramatic shift in design from a pull paradigm (based on batch scheduled jobs) to a push paradigm (based on near real-time event capture). Middleware infrastructure, such as publish and subscribe frameworks or reliable queuing mechanisms, is typically an essential component for near real-time event capture into a real-time data warehouse.

The stakes also get raised for the performance service levels in a tactical decision support environment. Tactical decisions get made many times per day and the relevance of the decision is highly related to its timeliness. Unlike a strategic decision which has a lifetime of months or years, a tactical decision has a lifetime of minutes (or even seconds). Tactical decisions must be made in seconds or small numbers of minutes. Of course, a tactical decision is typically more narrowly focused than a strategic decision and thus there is less data to be scanned, sorted, and analyzed. Furthermore, the level of concurrency in query execution for tactical decision support is generally much larger than in strategic decision support. Clearly, there will need to be distinct service levels for each class of workload and machine resources will need to be allocated to queries differently according to the type of workload.

Availability is typically the poor step child in terms of service levels for a traditional data warehouse. Given the long term nature of strategic decision-making, if the data warehouse is down for a day the quantifiable business impact of waiting until the next hour or day for query execution is not very large. Not so in a tactical decision support environment. Incoming customer calls are not going to be deferred until tomorrow so that optimal decision-making for customer care can be instantiated. Down time on an active data warehouse translates to lost business opportunity. As a result, both planned and unplanned down time will need to be minimized for maximum business value delivery.

Some parts of the end user community for the real-time data warehouse will want their data to reflect the most up-to-date information available. This kind of data freshness service level is typical of a tactical decision support workload. On the other hand, when performing analysis for long-term decision-making the stability of information as of a defined snapshot date (and time) is often required to enable consistent analysis. In a real-time data warehouse, both end user communities need to be supported. The need to support multiple data freshness service levels in the enterprise data warehouse requires an architected approach using views and other advanced RDBMS tools to deliver a solution without resorting to data redundancy. Moreover, views and the use of semantic meta data can hide the complexity of the underlying data models and access paths to support multiple data freshness service levels.

Real-time data warehousing is clearly emerging as a new breed of decision support. Providing both tactical and strategic decision support from a single, consistent repository of information has compelling advantages. The result of such an architecture naturally encourages alignment of strategy development with execution of the strategy. However, a radical re-thinking of existing data warehouse architectures will need to be undertaken in many cases. Evolution toward more strict service levels in the areas of data freshness, performance, and availability are critical.
Monday, May 12: Understanding OLAP Scalability and Performance Issues
Reed Jacobson, Manager, Aspirity LLC 

Microsoft Analysis Services and Hyperion Essbase are not only the two market leading OLAP products, they happen to illustrate diametrically different architectures for managing OLAP scalability issues.

· Analysis Services is essentially an extremely compact star-schema architecture. Aggregations are not complete, but only strategic aggregations are stored.

· Essbase is essentially an array-based architecture. The basic unit of storage is a block consisting of an array of the intersection points of all “dense” dimension members. “Sparse” dimensions define an index that references blocks for intersection points that do exist.

· Analysis Services architecture avoids the data explosion problem common with OLAP, but is limited to additive (and related) measures.

· Essbase is effective for situations where values must be stored at arbitrary points in the cube--for example with high-level write-back, and pre-storing slow non-additive calculations.

Monday, May 12: Hands-On ETL

Michael L. Gonzales, President, The Focus Group, Ltd.
In this full-day hands-on lab, Michael Gonzales and his team exposed the audience to a variety of ETL technologies and processes. Through lecture and hands-on exercises, student became familiar with a variety of ETL tools, such as those from Ascential Software, Microsoft, Informatica, and Sagent Technology. 

In a case study, the students used the three tools to extract, transform, and load raw source data into a target start schema. The goal was to expose students to the range of ETL technologies, and compare their major features and functions, such as data integration, cleansing, key assignments, and scalability.
Tuesday, May 13: TDWI Data Warehousing Architectures: Implications for Methodology, Project Management, Technology, and ROI

James Thomann, Principal Consultant, Web Data Access; and TDWI Fellow

This course sorted out some of the confusion about data warehousing architectures and methodologies. Many data management architectures—ranging from the “integration hub data warehouse” to “independent data marts”—can be used successfully to deploy business intelligence. And many approaches—including top-down, bottom-up, and hybrid methodologies—may be used to develop the data warehouse. The course reviewed common combinations of architecture and methodology including enterprise oriented, data mart oriented, federated, and hybrid approaches. Each approach was evaluated for strengths and weaknesses based on twelve factors (such as time to delivery, cost of deployment, strength of integration, etc.). Three strong messages were conveyed throughout the course:

· There is no single “right” way to develop a data warehouse.

· You must know your organization’s needs and priorities to choose the best approach.

· Most of us will end up using a hybrid approach.

The course concluded by offering guidance to assess an organization’s unique needs and priorities, and describing techniques to define a hybrid architecture and methodology.
Tuesday, May 13: Requirements Gathering and Dimensional Modeling

Margy Ross, President, DecisionWorks Consulting, Inc.
The two-day Lifecycle program provided a set of practical techniques for designing, developing and deploying a data warehouse. On the first day, Margy Ross focused on the up-front project planning and data design activities.

Before you launch a data warehouse project, you should assess your organization’s readiness. The most critical factor is having a strong, committed business sponsor with a compelling motivation to proceed. You need to scope the project so that it’s both meaningful and manageable. Project teams often attempt to tackle projects that are much too ambitious.

It’s important that you effectively gather business requirements as they impact downstream design and development decisions. Before you meet with business users, the requirements team and users both need to be appropriately prepared. You need to talk to the business representatives about what they do and what they’re trying to accomplish, rather than pulling out a list of source data elements. Once you’ve concluded the user sessions, you must document what you’ve heard to close the loop.

Dimensional modeling is the dominant technique to address the warehouse’s ease-of-use and query performance objectives. Using a series of case studies, Margy illustrated core dimensional modeling techniques, including the 4-step design process, degenerate dimensions, surrogate keys, snowflaking, factless fact tables, conformed dimensions, slowly changing dimensions, and the data warehouse bus architecture/matrix.

Tuesday, May 13: Data Warehouse Program Management and Stewardship (half-day course)
Jonathan Geiger, Executive Vice President, Intelligent Solutions, Inc.

The data warehouse needs to provide an enterprise perspective of data. This requirement dictates two major departures from the approach for traditional systems. First, the organization needs to recognize that as a program that will impact many areas, it should be governed by a cross-functional steering, whose major responsibilities are to (1) establish the mission statement and sanction a set of guiding principles that govern all major aspects of the data warehouse program, (2) establish the priorities for data warehousing efforts and help ensure that expectations are set—and then met, (3) sanction the governing data models and ensure that these represent the enterprise perspective, and (4) establish the quality expectations. A data stewardship function that addresses how data is acquired, maintained, disseminated, and disposed, is extremely helpful for carrying out the third responsibility of the steering committee.
The organization also needs to recognize that building something that provides an enterprise perspective requires an investment that often has a payback during later projects or maintenance. For example, the data model may add a burden to the early projects, but the subsequent projects only need to focus on additions and changes to the model. Similarly, tools, such as those needed for data acquisition (“ETL tools”) may require several iterations of the warehouse before their benefit is fully realized. The return on investment for these tools needs to consider the benefits that will be realized in the future.

This session provided information on these two areas, and also described functions of the program management office, the importance of partnerships and how to establish them, and the infrastructure components and program related activities that need to be pursued.
Tuesday, May 13: Data Warehouse Project Management (half-day course) 
Jonathan Geiger, Executive Vice President, Intelligent Solutions, Inc.
While project management is critical for operational projects, it is especially critical for a data warehouse project, as there is little expertise in this rapidly growing discipline. The data warehouse project manager must embrace new tasks and deliverables, develop a different working relationship with the users and work in an environment that is far less defined than traditional operational systems.

Schedules: Data warehouse schedules are usually set before a project plan has been developed. It’s the project plan that has durations, assignments, and predecessor tasks, and is the only means of determining how long a project will take. Without such a plan, assigning a delivery date is wishful thinking at best.

An unrealistic schedule pushes the team into a mode of taking shortcuts that ultimately impact the quality of the deliverables. A good project plan is a powerful tool for resisting unreasonable target dates. If imposing a delivery date is the only way to get the project manager to deliver, you have the wrong project manager.

Users would like the data warehouse delivered very quickly. In fact, they have been told by countless vendors that a data warehouse can be delivered in an unrealistically short time. What the vendors fail to include are:

· Understanding and documenting the data—they assume the data is well understood and documented

· Cleaning the data—they assume the data is clean

· Integrating data from multiple sources—they assume one source

· Dealing with performance problems—they assume performance can be dealt with at a later time

· Training internal people so they can enhance and maintain the data warehouse

· What gets delivered in short periods of time are small warehouses that are not industrial strength, not robust enough to be enhanced and of not much use to anyone.

The data warehouse lends itself nicely to phasing. This means that increments can be developed and delivered in pieces without the traditional difficulty associated with phasing an operational system. Each phase needs its own schedule but there should be an overall schedule that incorporates each of the phases.

Managing Risk: Every project will have a degree of risk. The goal of the project manager is to recognize and identify the impending risks and to take steps to mitigate those risks. Since the data warehouse may be new, the risks may not be as apparent as in operational systems.

The loss of a sponsor is an ever-present risk. It can be mitigated by having at least one backup sponsor identified who is interested in the project and would be willing to provide the staffing, budget, and management drive to keep the project on track. The risk can also be lessened by keeping user and IT management informed of the progress of the project along with reminding them of the expected benefits.

The user may decline to use the system. This problem can be overcome by having the user involved from the beginning and involved with every step of the implementation process including source data selection, data validation, query tool selection and user training.

The system may have poor performance. Good database design with an understanding of how the query tools access the database can help hold performance in line. Active monitoring can provide the clues to what is going wrong. Trained DBAs must be in place to first monitor and then take corrective action. Well- tested canned queries made available to the users should minimize the chances of them writing “The Query That Ate Cleveland.” Training should include a module on performance and how to avoid problem queries.

Tuesday, May 13: TDWI Data Cleansing: Delivering High-Quality Warehouse Data

William McKnight, President, McKnight Associates, Inc.
This class provided both a conceptual and practical understanding of data cleansing techniques. With a focus on quality principles and a strong foundation of business rules, the class described a structured approach to data cleansing. Eighteen categories of data quality defects—eleven for data correctness and seven for data integrity—were described, with defect testing and measurement techniques described for each category. When combined with four kinds of data cleansing actions—auditing, filtering, correction, and prevention—this structure offers a robust set of seventy-two actions that may be taken to cleanse data!
 

But a comprehensive menu of cleansing actions isn’t enough to provide a complete data cleansing strategy. From a practitioner’s perspective, the class described the activities necessary to:
 

· Develop data profiles and identify data with high defect rates
· Use data profiles to discover “hidden” data quality rules
· Meet the challenges of data de-duplication and data consolidation
· Choose between cleansing source data and cleansing warehousing data
· Set the scope of data cleansing activities
· Develop a plan for incremental improvement of data quality
· Measure effectiveness of data cleansing activities
· Establish an ongoing data quality program
 

From a technology perspective, the class briefly described several categories of data cleansing tools. The instructor cautioned, however, that tools don’t cleanse data. People cleanse data and tools may help them to do that job. This class provided an in-depth look at data cleansing with attention to both business and technical roles and responsibilities. The instructor offered practical, experience-based guidance in both the “art” and the “science” of improving data quality.
Tuesday, May 13: Collaborative BI—Enabling People to Work Together Effectively
E. Rogge, Research Director, Ventana Research
This course teaches an approach to improving collaborative BI project success via a mix of theory, frameworks, and examples. Practical concepts and facts were provided that were usable “the next day” to enhance collaborative business intelligence project evaluation, design, evangelization, and deployment. Emphasis was placed upon optimizing alignment between human needs for collaboration and technological capabilities. Kinds of organizational processes that best benefit from collaborative facilitation were characterized. A taxonomy of collaborative technology approaches and vendors was outlined and evaluated.

Students Learned 

· A framework for evaluating collaborative BI 

· An approach to designing collaborative BI systems 

· An overview of leading collaborative systems and collaborative BI systems 

· How other businesses are using collaborative BI technologies 

Tuesday, May 13: Deploying Performance Analytics for Organizational Excellence (half-day course) 
Colin White, President, Intelligent Business Strategies 
The first part of the seminar focused on the objectives and business case of a Business Performance Management (BPM) project. BPM is used to monitor and analyze the business with the objectives of improving the efficiency of business operations, reducing operational costs, maximizing the ROI of business assets, and enhancing customer and business partner relationships. Key to the success of any BPM project is a sound underlying data warehouse and business intelligence infrastructure that can gather and integrate data from disparate business systems for analysis by BPM applications. There are many different types of BPM solution including executive dashboards with simple business metrics, analytic applications that offer in-depth and domain-specific analytics, and packaged solutions that implement a rigid balanced scorecard methodology.

Colin White spelled out four key BPM project requirements: 1) identify the pain points in the organization that will gain most from a BPM solution, 2) the BPM application must match the skills and functional requirements of each business user, 3) the BPM solution should provide both high-level and detailed business analytics, and 4) the BPM solution should identify actions to be taken based on the analytics produced by BPM applications. He then demonstrated and discussed different types of BPM applications and the products used to implement them, and reviewed the pros and cons of different business intelligence frameworks for supporting BPM operations. He also looked at how the industry is moving toward on-demand analytics and real-time decision making and reviewed different techniques for satisfying those requirements. Lastly, he discussed the importance of an enterprise portal for providing access to BPM solutions, and for delivering business intelligence and alerts to corporate and mobile business users.

Tuesday, May 13: Hands-On OLAP

Michael Gonzales, President, The Focus Group, Ltd.
Through lecture and hands-on lab, Michael Gonzales and his team exposed the audience to a variety of OLAP concepts and technologies. During the lab exercises, students became familiar with various OLAP products, such as Microsoft Analysis Services, Cognos PowerPlay, MicroStrategy, and IBM DB2 OLAP Essbase). The lab and lecture enabled students to compare features and functions of leading OLAP players and gain a better sense of how to use a multidimensional tool to build analytical applications and reports.
Wednesday & Thursday, May 14 & 15: TDWI Data Modeling: Data Warehousing Design and Analysis Techniques, Parts I & II 

Karolyn Duncan, Principal Consultant, Information Strategies, Inc., and TDWI Fellow; and Nancy Williams, Principal Consultant, APA Inc., dba Web Data Access
Data modeling techniques (Entity relationship modeling and Relational table schema design) were created to help analyze design and build OLTP applications. This excellent course demonstrated how to adapt and apply these techniques to data warehousing, along with demonstrating techniques (Fact/qualifier matrix modeling, Logical dimensional modeling, and Star/snowflake schema design) created specifically for analyzing and designing data warehousing environments. In addition, the techniques were placed in the context of developing a data warehousing environment so that the integration between the techniques could also be demonstrated.

The course showed how to model the data warehousing environment at all necessary levels of abstraction. It started with how to identify and model requirements at the conceptual level. Then it went on to show how to model the logical, structural, and physical designs. It stressed the necessity of these levels, so that there is a complete traceability of requirements to what is implemented in the data warehousing environment.

Most data warehousing environments are architected in two or three tiers. This course showed how to model the environment based on a three tier approach: the staging area for bringing in atomic data and storing long term history, the data warehouse for setting up and storing the data that will be distributed out to dependent data marts, and the data marts for user access to the data. Each tier has its own special role in the data warehousing environment, and each, therefore, has unique modeling requirements. The course demonstrated the modeling necessary for each of these tiers.

Wednesday, May 14: Architecture and Staging for the Dimensional Data Warehouse
Warren Thornthwaite, Decision Support Manager, WebTV Networks, Inc., and Co-Founder, InfoDynamics, LLC
This course focused on two areas of primary importance in the Business Dimensional Lifecycle—architecture and data staging—and added several new hands-on exercises.

The program began with an in-depth look at systems architecture from the data warehouse perspective. This section began with a high level architectural model as the framework for describing the typical components and functions of a data warehouse. Mr. Thornthwaite then offered an 8-step process for creating a data warehouse architecture. He then compared and contrasted the two major approaches to architecting an enterprise data warehouse. An interactive exercise at the end of the section helped to emphasize the point that business requirements, not industry dogma, should always be the driving force behind the architecture.

The second half of the class began with a brief discussion on product selection and dimensional modeling. The rest of the day was spent on data staging in a dimensional data warehouse, including ETL processes and techniques for both dimension and fact tables. Students benefited from a hands-on exercise where they each went step-by-step through a Type 2 slowly changing dimension maintenance process.

The last hour of the class was devoted to a comprehensive, hands-on exercise that involved creating the target dimensional model given a source system data model and then designing the high level staging plan based on example rows from the source system.

Even though the focus of this class was on technology and process, Mr. Thornthwaite gave ample evidence from his personal experience that the true secrets to success in data warehousing are securing strong organizational sponsorship and focusing on adding significant value to the business.
Wednesday, May 14: How to Justify a Data Warehouse Using ROI (half-day course)
William McKnight, President, McKnight Associates, Inc.

Students were taught how to navigate a data warehouse justification by focusing their data warehouse efforts on its financial impacts to the business. This impact must be articulated on tangible, not intangible, benefits and the students were given areas to focus their efforts on that could be measured. Those tangible metrics, once reduced to their anticipated impact on revenues and/or expenses of the business unit, are then placed into ROI formulae of present value, break-even analysis, internal rate of return and return on investment. Each of these was discussed from both the justification and the measurement perspectives.

Calculations of these measurements were demonstrated for data brokerage, fraud reduction and claims analysis examples. Students learned how to articulate and manage risk by using a probability distribution for their ROI estimates for their data warehouse justifications. Finally, rules of thumb for costing a data warehouse effort were given to help students in predicting the investment part of ROI.

Overarching themes of business partnership and governance were evident throughout as the students were duly warned to avoid the IT data warehouse and selling and justifying based on IT themes of technical elegance.

Wednesday, May 14: How to Build a Data Warehouse with Limited Resources (half-day course)
Claudia Imhoff, President, Intelligent Solutions, Inc.

Companies often need to implement a data warehouse with limited resources, but this does not alleviate the needs for a planned architecture. These companies need a defined architecture to understand where they are and where they’re headed so that they can chart a course for meeting their objectives. Sponsorship is crucial. Committed, active business sponsors help to focus the effort and sustain the momentum. IT sponsorship helps to gain the needed resources and promote the adopted (abbreviated) methodology. 

Ms. Imhoff reviewed some key things to watch out for in terms of sponsorship commitment and support. Scope definition and containment are critical. With a limited budget, it’s extremely important to carefully delineate the scope and to explicitly state what won’t be delivered to avoid future disappointments. The infrastructure needs to be scalable, but companies can start small. There may be excess capacity on existing servers; there may be unused software licenses for some of the needed products. To acquire equipment, consider leasing and buying equipment from companies that are going out of business at a low cost.

Some tips for reducing costs are:

· Ensure active participation by the sponsors and business representatives.

· Carefully define the scope of the project and reasonably resist changes—scope changes often add to the project cost, particularly if they are not well managed.

· Approach the effort as a program, with details being restricted to the first iteration’s needs.

· Time-box the scope, deliverables, and resource commitments.

· Transfer responsibility for data quality to people responsible for the operational systems. 

· When looking at ETL tools, consider less expensive ones with reduced capabilities.

· Establish realistic quality expectations—do not expect perfect data, mostly because of source system limitations.

· The architecture is a conceptual view. Initially, the components can be placed on a single platform, but with the architectural view, they can be structured to facilitate subsequent segregation onto separate platforms to accommodate growth.

· Search for available capacity and software products that may be in-house already. For example, MS-Access may already be installed and could be used for the initial deliverable.

· Ensure that the team members understand their roles and have the appropriate skills. Be resourceful in getting participation from people not directly assigned to the team.

Wednesday, May 14: Bridging Top-Down and Bottom-Up Architectures: A Town Meeting with Claudia Imhoff and Laura Reeves (half-day course)

Claudia Imhoff, President, Intelligent Solutions, Inc.; and Laura Reeves, Principal, Star Soft Solutions, Inc. 

This first-of-its-kind Town Meeting brought together two leading representatives of the top-down and bottom-up approaches to building data warehouses: Claudia Imhoff and Laura Reeves. This unscripted session will gave attendees a chance to ask questions about architectures, methodologies, and other issues, as well as hear answers from two different perspectives. This open, interactive session was a perfect way to sharpen understanding of the differences and similarities between the top-down and bottom-up approaches, and identify a strategy that works best in a given environment. Attendees drove this session, and were encouraged to bring questions and a willingness to share and exchange ideas.

Wednesday, May 14: Integrating Data Warehouses and Data Marts Using Conformed Dimensions (half-day course)
Laura Reeves, Principal, Star Soft Solutions, Inc.

The concepts of developing data warehouses and data marts from a top-down and bottom-up approach were discussed. This informative discussion assisted students to better assimilate information about data warehousing by comparing and contrasting two different views of the industry. 

Going back to basics, we covered the reasons why you may or may not want to integrate data across your enterprise. It is critical to determine if the business community has recognized the business need for data integration or if this is only understood by a small number of systems professionals.

The ability to integrate data marts across your enterprise is based on conformed dimensions. Much of the morning was spent understanding the characteristics of conformed dimensions and how to design them. This concept provides the foundation for your enterprise data warehouse data architecture.

While it would be great to start with a fresh slate, many organizations already have multiple data marts that do not integrate today. We discussed techniques to assess the current state of data warehousing and then how to develop an enterprise integration strategy. Once the strategy is set, the work to retrofit the data marts begins.

There were hands on interactive exercises both in the morning and afternoon that helped get the class interacting with each other and ensured that the concepts were really understood by the students.

The session finished with several practical suggestions about how to understand and get things moving once you were back at work. Reeves continued to emphasis a central theme—all your work and decisions must be driven by and understanding of the business users and their needs. By keeping the users in the forefront of your thoughts, your likelihood to succeed increases dramatically!
Wednesday, May 14: Fundamentals of Meta Data Management

David Marco, President, Enterprise Warehousing Solutions, Inc. 

Meta data is about knowledge—knowledge of your company’s systems, business, and marketplace. Without a fully functional meta data repository a company cannot attain full value from their data warehouse and operational system investments. There are two types of meta data, one that is intended for business users (business meta data) and one that is intended for IT users (technical meta data). Mr. Marco thoroughly covered both topics over the course of the day through the use of real-world meta data repository implementations. 

Mr. Marco showed some examples of easy-to-use Web interfaces for a business meta data repository. They included a search engine, drill down capabilities, and reports. In addition, the instructor provided attendees with a full lifecycle strategy and methodology for defining an attainable ROI, documenting meta data requirements, capturing/integrating meta data, and accessing the meta data repository. 
The class also covered technical meta data that is intended to help IT manage the data warehouse systems. The instructor showed how impact analysis using technical meta data can avoid a number of problems. He also suggested that development cycles could be shortened when technical meta data about current systems was well organized and accessible.

Wednesday, May 14: Statistical Techniques for Optimizing Decision Making: Lecture and Workshop 
William Kahn, Principal, Arapahoe Consulting
Using a direct exposition, many real case examples, and a hands-on lab, Dr. Kahn stepped students through an eight-step process to optimize business decision making. Most of the steps, such as data preparation, financial analysis, and brainstorming are familiar to data warehousing professionals, though are seldom presented as being integrated business functions. Dr. Kahn focused much of the discussion on a step called “designed experimentation” that transforms a company into a rapid-learning organization. Designed experimentation is how companies ensure that the information in their data warehouses is of the highest possible value and capable of providing precise guidance to managers responsible for complex decisions.

Designed experimentation is a statistical technique that lets a decision maker test the impact of multiple factors simultaneously, together with their interactions, rather than test each one separately in simpler experiments. For example, using designed experimentation, a direct marketer can test the impact of seven factors, such as 

1. background color 
(white, light gray)

2. font type 
(serif, sans serif)

3. pricing 
(normal, discount)

4. message tone 
(formal, casual)

5. paper weight 
(20lb, 24lb)

6. stamp 
(flag, commemorative)

7. delivery day 
(Thursday, Saturday) 

…in one family of eight mail pieces. This approach learns what customers want seven times faster than the one-variable-at-a-time approach most companies use. Competitive analytic techniques, such as OLAP, drill-down, and cross tabulation were shown to be grossly inferior, often driving significant business errors.

Dr. Kahn took the class through a real piece of data analysis wherein the impact of the design factors were analyzed simultaneously with the data warehouse historical data. The analysis finished with the optimal treatment assigned to every customer and the economic impact of the assignment precisely known. Further, this approach allowed the economic impact of the data warehouse to be precisely estimated. These techniques, we learned, are in routine use worldwide in complex manufacturing environments, such as chemicals and semiconductors. 
The class was split into small teams that “played” the role of a direct marketing department at a non-profit organization of its choice. Each team was asked to study the fund raising effectiveness impact of three factors of its choosing. Each team created four solicitation letters for its charity. Members of the class served as donors and contributed cash in response to the solicitations. The teams collected the money, tabulated the data, and discovered the influence each factor had in raising money. This is exactly the purpose for which data warehouses are built—to support better decision making

The purpose of the lab, beyond showing us how designed experimentation works, was to show us how easy it can actually be. We could run a soup-to-nuts experiment and analysis in an afternoon; a scaled up version will be only somewhat more complicated and should be perfectly achievable. It is clear that this active experimentation can deliver substantial bottom-line value by allowing us to work smarter, not harder.

Wednesday, May 14: Hands-On Data Mining

Michael L. Gonzales, President, The Focus Group Ltd.
Hands-On Data Mining is committed to providing a non-biased lecture on best-of-class technologies and techniques as well as exposing participants to leading data mining tools, their use, and their application, including SAS Enterprise Miner, IBM OLAP Miner, Teradata Warehouse Miner, and Microsoft Analytics. 

The course encompassed a mix of lecture and formal lab exercises. The lecture components included an overview of data mining, the fundamental uses of the technology, and how to effectively blend that technology into your overall BI environment. 

Formal lab exercises were conducted between lecture components in order to provide participants an opportunity to experience the fundamental features of leading data mining tools. Lab exercises were conducted for different mining tools. These labs are designed to allow participants to compare how each tool generally functions, its best features, and how well it integrates with your warehouse and BI solution.

Attendees learned:

· How to establish data mining as a natural component of the DW effort and BI solutions

· Why and when to implement data mining applications

· How to recognize data mining opportunities

· Technology/techniques that must be considered for effective data mining

· Through extensive lab exercises, you will gain hands-on experience with leading data mining tools
Thursday, May 15: Understanding and Reconciling Source Data to Ensure Quality Data Warehouse Design and Content

Michael Scofield, Assistant Professor, Health Information Management, Loma Linda University

This class focuses upon the integration of data from two or more sources into a data warehouse. But it also gives major emphasis to data quality assessment, and detecting anomalies in data behavior and changes in definition of data, which can render the data going into a data warehouse incorrect, if not misleading. Mr. Scofield points out that the semantic integration of data is far more challenging than merely co-locating data on a common server or platform. It involves ensuring that the structure, meaning, and actual behavior of data are compatible across sources at three levels: the total architecture, the table (or the subject entity which the table represents, including its subtypes), and the column or field. 
Mr. Scofield first explains logical data architecture, distinguishing it from other kinds of “architecture.” After a brief review of the key concepts of data modeling, he explains how every “data mass” or data flow has some kind of logical data architecture that must be understood before the ETL is designed. That logical architecture provides part of the definition of each element of data. 
He spends some time examining enterprise logical data architecture and how large, mature enterprises often have architectures that are fragmented (through a variety of causes, especially purchased business application software and ERP packages), and growing more complex over time (in spite of the effect of legacy applications in retarding that growth to greater complexity). 
He then provides a detailed discussion of data quality, and what high quality data is (differing somewhat from other “sages” in the information quality space), and the important distinction between data quality attributes of validity, reasonable-ness, accuracy, currency, precision, and reliability. He discusses the difficulty of cleaning up bad data,, as well as the difficulty of correcting incorrect data already in the production databases. He strongly advocates working with the owners or stewards of business applications which first create or capture data to aid them in improving the processes and the incentive mechanisms where data is captured. 
He then describes the overall process of analysis of data sources, and the role of the human data analyst in reviewing existing data documentation, interviewing knowledgeable business users, performing “data profiling” on the actual data, employing domain studies, and a variety of other reports and tests. Actual data behavior can differ significantly from the original intent of application and database designers, even if no real structural changes to the database (and its DDL) have been made. There was much classroom discussion about analysts using data elements in ERP packages for purposes quite different from their original name and definition. He shows how to detect that these changes have been made. 
He introduces the domain study as a useful means of understanding the behavior of data in a single column. He shows how the domain study gives visibility to anomalies in data which could either be accurate depictions of true business anomalies, or incorrect data. He shows numerous examples of domain studies applied to codes, customer numbers, social security numbers, amount fields, text fields, and phone numbers to detect potential errors, or even different ways the data have been loaded. 
Mr. Scofield shows a strong bias for the classical Inmon model of a data warehouse (normalized, granular, carrying a lot of history) as the source of feeds to the various data marts. He also advocates an intermediate database which he calls an “Audit and Archive Database” as a staging area for data between the production systems and the data warehouse. 
In the afternoon, we looked at numerous examples of comparing how instances behave in an entity which is to be merged from two sources. We then looked at how unique identifiers (or “keys”) must be evaluated and compared in their usage and behavior before they can be merged into the data warehouse. He then addresses comparing non-key fields between sources, and even how amount fields may behave differently for various subtypes between sources. He basically raised our consciousness regarding all the things that could go wrong in data integration, and how important it is to catch these problems early, before the ETL is designed, and before the target data warehouse is designed. 
Mr. Scofield finally addressed how to develop tests to ensure that there have been no changes in source data architecture, meaning, quality, or completeness in the updates which necessarily come after the data warehouse was first loaded. 
Thursday, May 15: Assessing and Improving the Maturity of a Data Warehouse (half-day course)
William McKnight, President, McKnight Associates, Inc.
Designed for those who had a data warehouse in production for at least 2 years, the initial run of this course gave the students 22 criteria with which to evaluate the maturity of their programs and 22 areas of ideas that could improve any data warehouse program that was not implementing the ideas now. These criteria were based on the speaker’s experience with Best Practice data warehouse programs and an overarching theme to the course was preparation of the student’s data warehouse for Best Practices submission.

The criteria fell into the classic 3 areas of people, process and technology. The people area came first since it is the area that requires the most attention for success. Among the criteria were the setup and maintenance of a subject-area focused data stewardship program and a guiding, involved corporate governance committee. The process dimension held the most criteria and included data quality planning and quarterly release planning. Last, and least, was the technology dimension. Here we found evidence discussed for the need for “real time” data warehousing and incorporation of third-party data into the data warehouse.

Thursday, May 15: Recovering from Data Mart Chaos (half-day course)
Claudia Imhoff, President, Intelligent Solutions, Inc.

Today’s BI world still contains many pitfalls—the biggest appears to be the creation of independent or unarchitected data marts. This environment defeats all of the promises of business intelligence—consistency, reduced redundancy, stability, and maintainability. Claudia Imhoff gave a half-day presentation on how you can recover from this devastating environment and migrate to an architected one. 

She described five separate pathways in which independent data marts can be corralled and brought into the proven and popular BI architecture, the corporate information factory. Each path has its pluses and minuses and some will only mitigate the problem rather than completely solve it but at least each one is a step in the right direction.

Dr. Imhoff recommended that a business case be generated demonstrating the business and IT benefits of bringing each mart into the architecture thus ensuring business community and IT support during and after the migration. She also recommended that each company establish a program management and data stewardship function to help in the inevitable data integration and political issues that are encountered.

Thursday, May 15: Dimensional Modeling Beyond the Basics: Intermediate and Advanced Techniques
Laura Reeves, Principal, Star Soft Solutions, Inc. 
The day started with a brief overview of how terminology is used in diverse ways from different perspectives in the data warehousing industry. This discussion is aimed at aiding the students to better understand industry terminology and positioning.

The day progressed with a variety of specific data modeling issues discussed. Examples of these techniques were provided along with modeling options. Some of the topics covered include dimensional role-playing, date and time related issues, complex hierarchies, and handling many-to-many relationships.

Several exercises gave students the opportunity to reinforce the concepts and to encourage discussion amongst students.

Reeves also shared a modeling technique to create a technology independent design. This dimensional model then can be translated into table structures that accommodate design recommendations from your data access tool vendor. This process provides the ability to separate the business viewpoint from the nuance and quirks of data modeling to ensure that the data access tools can deliver the promised functionality with the best performance possible.

Thursday, May 15: Intermediate and Advanced Techniques for Effective Data Modeling

Steve Hoberman, Global Reference Data Expert, Mars, Inc.
“Have you ever played a sport?” Steve started off the day with this question and compared the process of becoming competent at a sport to the process of becoming competent at data modeling. Learning how to play a sport and learning how to data model start by learning theory, and then experimenting with practical techniques. Some of these techniques we learn the hard way through our own experiences, some we can learn from others. Steve shared some of his data modeling techniques that he has learned and applied over the years.

Steve jumped right into the Normalization Adventure, where he explained the hike we all embark on when we normalize, and then presented the Denormalization Survival Guide, a question and answer approach to properly denormalizing our logical data models. Then he presented abstraction along with detailed examples that highlight its power and abuse. He then spoke about surrogate keys along with where and how they should be incorporated into the design. Slowly Changing Dimensions were discussed, along with a recommended hybrid approach. Steve then shared two of his favorite data modeling templates. Towards the end of the day, he discussed a number of data modeling “Quick Wins” ranging from the power of analogies to reporting tool design considerations.

There was a lot of material covered, and there were many interesting and relevant questions posed by the participants, making the course interactive as well as very informative.
Thursday, May 15: Analytical Applications: What Are They, and Why Should You Care? (half-day course)
Bill Schmarzo, Vice President Analytics, DecisionWorks Consulting Inc.

Analytic Applications are the new “toast of the town” for the data warehouse and business intelligence community. Analytic applications hold the promise and potential to deliver quantifiable business benefits to companies who have already made significant investments in their data warehouse infrastructure.

The key to a successful analytic application implementation is gaining a clear understanding of the specific business problems or needs it is designed to address. The course shares practical techniques for not only how to identify those business problems, but also how to drive organizational alignment between the IT and business communities in the process.

Since analytic applications are most likely a “buy and build” proposition, the course outlines the key functional criteria typically required of an analytic application. This includes domain knowledge, an interactive exploration environment, collaboration (to support organizational sharing), a data warehouse foundation with strong meta data management capabilities, and a ubiquitous and pervasive business community environment. The “packaged data warehouse” also plays a role in this decision and is discussed accordingly in the course.

Finally, the course concludes by helping the attendees understand the analytic application lifecycle. The goal of the analytic application lifecycle is to move the data warehouse and analytic environment beyond a “bucket of reports.” The lifecycle proactively moves the business community to the next stages of analytics beyond publishing reports, including exception identification, causal factor determination, modeling alternatives, and tracking actions. Each of these stages has direct impact upon the data warehouse design, especially as the organization uses the data warehouse to capture the intellectual capital that is a by-product of the analytic application lifecycle.

Thursday, May 15: Operations Analytics: Using BI to Drive Operational Excellence and ROI
Steve Williams, President, DecisionPath Consulting
Companies that compete through operational excellence deliver outstanding customer service and superior profits. Achieving operational excellence requires a relentless focus on measuring, assessing, and improving day-to-day operations, which drives the need for operations analytics and BI. This course explored the range of key decisions and fundamental challenges companies face in designing and deploying operations analytics and BI that effectively support the drive to operational excellence and deliver ROI. 

Participants Learned 

· Why operations excellence is critical 

· Typical metrics 

· Architectures and tools for operational analytics and BI 

· Technical and business challenges 

· How to determine ROI 

Thursday, May 15: Hands-On Business Intelligence: The Next Wave

Michael L. Gonzales, President, The Focus Group Ltd.
In this full-day hands-on lab, Michael Gonzales and his team exposed the audience to a variety of business intelligence technologies. The goal was to show that business intelligence is more than just ETL and OLAP tools; it is a learning organization that uses a variety of tools and processes to glean insight from information. 

In this lab, students walked through a data mining tool, a spatial analysis tool, and a portal. Through lecture, hands-on exercises, and group discussion, the students discovered the importance of designing a data warehousing architecture with end technologies in mind. For example, companies that want to analyze data using maps or geographic information need to realize that geocoding requires atomic-level data. More importantly, the students realized how and when to apply business intelligence technology to enhance information content and analyses.
Friday, May 16: TDWI Data Acquisition: Techniques for Extracting, Transforming, and Loading Data

William McKnight, President, McKnight Associates, Inc.
This TDWI fundamentals course focused on the challenges of acquiring data for the data warehouse. The instructors stressed that data acquisition typically accounts for 60–70% of the total effort of warehouse development. The course covered considerations for data capture, data transformation, and database loading. It also offered a brief overview of technologies that play a role in data acquisition. Key messages from the course include:

· Source data assessment and modeling is the first step of data acquisition. Understanding source data is an essential step before you can effectively design data extract, transform, and load processes. 

· Don’t be too quick to assume that the right data sources are obvious. Consider a variety of sources to enhance robustness of the data warehouse.

· First map target data to sources, then define the steps of data transformation.

· Expect many extract, transform, and load (ETL) sequences – for historical data as well as ongoing refresh, for intake of data from original sources, for migration of data from staging to the warehouse, and for populating of data marts.

Detecting data changes, cleansing data, choosing among push and pull methods, and managing large volumes of data are some of the common data acquisition challenges.

Friday, May 16: One Thing at a Time—An Evolutionary Approach to Meta Data Management

David R. Gleason, Senior Vice President, Intelligent Solutions, Inc.

Attendees came to this session to learn about and discuss a practical approach to dealing with the challenges of implementing meta data management in support of a data warehousing initiative. The instructor for the course was David Gleason, a consultant with Intelligent Solutions, Inc. David has spent over 14 years in information management, including positions at large data warehousing and meta data management software vendors.

First, the group learned about the rich variety of meta data that can exist in a data warehouse environment. They discussed the role that meta data plays in enabling and supporting the key functions of a corporate information factory. They learned specifically how meta data was useful to the data warehouse team, as well as to business users who interact with the data warehouse. They also learned about the importance of administrative, or “execution,” meta data in enabling the ongoing support and maintenance of the data warehouse.

Next, the group turned its attention to the components of a meta data strategy. This strategy serves as the blueprint for a meta data implementation, and is a necessary starting point for any organization that wants to roll out meta data management or extend its meta data management capabilities. The discussion covered key aspects of a meta data management strategy, including guiding principles, business-focused objectives, governance, data stewardship, and meta data architecture. Special attention was paid to meta data architecture, including the introduction of a meta data mart. The meta data mart is a collection point for integrated meta data, and can be used to meet meta data needs when a full physical meta data repository is not desirable or required. Finally, the group examined some of the factors that may indicate that a company is ready to purchase a commercial meta data repository. This discussion included some of the criteria that companies should consider when they evaluate repository products.

Attendees left the session with key lessons, including:

•
Meta data management requires a well-defined set of business processes to control the creation, maintenance and sharing of meta data.

•
Applying technology to meta data management does not alleviate the need to have a well-defined set of business processes. In many cases, the introduction of new meta data technology distracts organizations from the fundamental business processes, and leads to the collapse of their meta data efforts.

•
A comprehensive meta data strategy is a requirement for a successful meta data management program. This strategy must address business and organizational issues in addition to technical ones. 

•
Successful meta data management efforts deliver new capabilities in relatively small, business objective-focused increments. Approaching meta data management with an enterprise approach significantly heightens the risk of failure.

A pragmatic, incremental meta data architecture starts with the introduction of meta data management processes and procedures, and manages meta data in-place, rather than moving immediately to a centralized physical meta data repository. The architecture can then grow to include a meta data mart, in which select meta data is replicated and integrated in order to support more comprehensive meta data analysis. Migration to a single physical meta data repository can be undertaken once meta data processes and procedures are well defined and implemented.
Friday, May 16: Data Modeling Workshop

Steve Hoberman, Lead Data Warehouse Developer, Mars, Inc.
For those “die-hard” data warehouse and data modeling practitioners, the Data Modeling Workshop was a great way to end the week. Many of the attendees commented that the workshop challenged what they learned during the week and allowed them to practice and therefore reinforce what they had learned. This was a team workshop where groups of three and four completed a series of data modeling deliverables for the fictitious company, Consumer Interaction, Inc. This workshop contained minimal lecture, with a majority of the time spent analyzing and designing. Participants played the roles of analysts and modelers, and the instructor initially played the role of lecturer and then during the actual workshop played the roles of design advisor and business user. There was a minimum set of deliverables each team was expected to complete including the data mart logical and physical data models. There were also a number of “extra credit” deliverables around topics such as complex hierarchies and history.

The day was extremely interactive, with teams taking different approaches on the workshop material, based on the backgrounds and experiences of the team members. For example, all four members on one of the teams took the same TDWI course earlier in the week and consistently applied techniques from this course. Another team had very diverse backgrounds: one member was a data modeler, another a database administrator, another a report writer, and the fourth an ETL (extract, transform, and load) developer. You can imagine the lively debates on this team! At the end of the workshop Mr. Hoberman provided recommendations and reviewed the key observations from each of the teams.
Friday, May 16: Managing Data Warehouse Storage Architectures (half-day course)
John O’Brien, Principal Architect, Level 3 Communications, Inc.

This new half day course on the importance and role of storage architectures in data warehousing was very well received. Being a more advanced level course, student participation and group discussions were also an added value during the course. As expected, many students had encountered very similar obstacles and stood to gain from new opportunities which were presented in the course material.
 

The course was designed to begin by covering how key success criteria for data warehouses were related to storage architectures. Then we covered storage terminology and basic concepts to bring everyone to a similar basic understanding upon which to build. In the second half of the course, we focused on applying a combination of design tips, architecture, and technologies which allowed for a more cost-effective, manageable and scalable storage architecture. As expected, extra time was spent in discussion around Nearline technology and implementation. Other topics such as hierarchical storage management and proxy servers seemed to be of interest too. One other significant side discussion was surrounding real-time data acquisition/data-migration across a storage architecture. A successful course is measured by how much students begin thinking differently and can apply new topics immediately in their work place... I believe we accomplished this.
Friday, May 16: Data Warehouse Capacity Planning and Performance Management (half-day course)
John O’Brien, Principal Architect, Level 3 Communications, Inc.

This new half day course focused on post-production and how to maintain successful data warehouses. Several key concepts were brought together to show how we can manage a successful evolving data warehouse. Although some of these concepts were not new to experienced data warehouse practitioners, I don’t believe any student had seen all the concepts and especially how they all were related to each other. 
 

Successful data warehouses are known by their post-production reputations and ability to adapt and accurately forecast growth and change within a changing corporate environment. The ability to master these two concepts was the goal of this course. We covered some basic and primer information such as the performance section of service level agreements and an overview of computer system architectures. We then explored a capacity planning framework that included performance management and life cycle. Then with a framework under our belt, we dove into very low level key performance metrics and how to collect, analyze, present and relate them. There was good discussion surrounding our “buy versus build” topic, which turned into a “buy versus how to evaluate tools” discussion. We spent extra time discussing how easily students could design and build their own performance data acquisition tool.
 

The final concept and goal of how to relate all the information covered to the critical day to day business operations and decision making was where lights went on in students’ heads! Answering business questions like “What is the overall cost of implementing this new product or campaign?” and “How do we budget for next year’s growth?” and “Where are the hot and cold spots in the data warehouse?” In the end, this was a very successful course where students gained an understanding and framework for managing their data warehouses’ success and ever increasing ROI. Being an advanced level course, extra time was spent with classroom discussions on specific individual situations and valuable real experience sharing.
Friday, May 16: Data Mining: The Key to Data Warehouse Value

Herb Edelstein, President, Two Crows Corp. 

In his own inimitable style, Herb Edelstein demystified data mining for the uninitiated. He made five key points:

· Data mining is not about algorithms, it’s about the data. People who are successful with data mining understand the business implications of the data, know how to clean and transform it, and are willing to explore the data to come up with the best variables to analyze out of potentially thousands. For example, “age” and “income” may be good predictors, but the “age-to-income ratio” may be the best predictor, although this variable doesn’t exist natively in the data. 

· Data mining is not OLAP. Data mining is about making predictions, not navigating the data using queries and OLAP tools. 

· You don’t have to be a statistician to master data mining tools and be a good data miner. You also don’t have to have a data warehouse in place to start data mining. 

· Some of the most serious barriers to success with data mining are organizational, not technological. Your company needs to have a commitment to incremental improvement using data mining tools. Despite what some vendor salespeople say, data mining is not about throwing tools against data to discover nuggets of gold. It’s about making consistently better predictions over time. 

· Data mining tools today are significantly improved over those that existed two to three years ago. 
Night School Courses

The following evening courses were offered in a short-course format for the purpose of exploring and testing new topics and instructors. Attendees had the chance to help TDWI validate new topics for inclusion in the curriculum.

Sunday, May 11
· Business Rules for Data Quality Validation, David Loshin
· Secrets of Predictive Analysis, R. Cooley
Monday, May 12
· The Impact of the CWM on Your Meta Data Strategy, M. Riggle
· Quantifying Data Warehouse ROI, E. Levy

Wednesday, May 14
· Data Warehouse Quality Assessment, P. Sarkar
· Comparing OLAP Architectures—How to Decide When to Use What, W. Endress
V. Business Intelligence Strategies Program



Harnessing Web Services and XML for Business Intelligence 

The day-long BI strategies program examined how emerging Web Services and XML will impact BI products and architectures. Jnan Dash, a former IBM and Oracle executive, provided a whirlwind tutorial of Web Services and exclaimed that just as the telephone system has provided universal “dial tone,” Web Services will provide a universal “application tone.” Consultant, Colin White then brought the discussion closer to home, describing how XML will become the universal format for exchanging data and meta data in a BI environment via several emerging standards, such as the Common Warehouse Metamodel (meta data), the Predictive Model Markup Language (data mining), XML Business Reporting Language (financial reporting), XML Query and SQLX. 

Amyn Rajan, president of Simba Technologies, then provided an in-depth look at the emerging XML for Analysis standard, which provides a standard Web Services interface for OLAP clients and servers to communicate. The XML-A standard was demonstrated on the exhibit hall floor with about a dozen vendors showing interoperability between their OLAP clients and OLAP servers. The morning concluded with a compelling case study by Steve Tracy at The Hartford, who used a Web Services interface to connect a Business Objects reporting engine to the company’s J2EE portal environment to support real-time report generation in an extranet environment. Tracy said the use of Web Services proved inexpensive and quick with no performance degradation and sets a precedent at the firm to connect applications in a loosely coupled fashion.

After lunch and witnessing the XML-A interoperability demo, attendees listened to a panel of six vendor CTOs discuss the promise and peril of Web Services. The wide ranging discussion covered the benefits and challenges of Web Services, licensing and intellectual property issues, the politics of standards organizations, the importance of getting involved in the Web Services Interoperability Forum, and the impact that Web Services will have on vendor products and solutions. The day-long event concluded with presentations by Aspirity CEO, Michael Luckevich, who discussed the impact of Web Services on BI architectures, and Anne Thomas Manes, who described how XML is changing the landscape for database management systems. 

VI. Peer Networking Sessions


Throughout the week in San Francisco, attendees had the opportunity to schedule free 30-minute, one-on-one consultations with a variety of course instructors. These “guru sessions” provided attendees time to obtain expert insight into their specific issues and challenges.

TDWI also sponsored networking sessions on a variety of topics including ETL Techniques, Selecting Tools and Working with Vendors, Data Quality, and Gathering Business Requirements. 
Approximately 70 attendees participated and the majority agreed that the networking sessions were a good use of their time. Frequently overheard comments from the sessions included:

· “What was your experience with X vendor?”
· “These sessions give me the opportunity to talk with other attendees in a relaxed atmosphere about issues relevant to our specific industry.” 
· “Let’s exchange email addresses so we can stay in touch after the conference.” 
· “How did you deal with the issue of X? What worked for us was Y.”
If you have ideas for additional topics for future sessions, please contact

Nancy Hanlon at nhanlon@dw-institute.com.
VII. Vendor Exhibit Hall


By Diane Foultz, TDWI Exhibits Manager

The following vendors exhibited at TDWI’s World conference in San Francisco, CA, and showcased the following products: 

DATA WAREHOUSE DESIGN

	Vendor
	Product

	Ab Initio Software Corporation
	Ab Initio Core Suite

	Ascential Software
	DataStage(XE, DataStage(XE/390, DataStage(XE Portal Edition

	Aspirity
	Assessments and Feasibility Solutions, Data Warehouse and Business Intelligence Roadmaps, Design Reviews, Proof of concepts

	Business Objects
	Data Integrator, Rapid Marts

	Cognos Inc.
	DecisionStream, Cognos Analytic Applications

	DataMentors
	DMDataFuseTM

	Embarcadero Technologies
	DT/Studio and ER/Studio

	Informatica Corporation
	Informatica PowerCenter, Informatica PowerCenterRT, Informatica PowerMart, Informatica Metadata Exchange

	Microsoft
	SQL Server 2000

	SAP
	mySAP BI

	SAS
	SAS ETL Studio, SAS Management Console

	Teradata, a division of NCR
	 Teradata Professional Services


DATA INTEGRATION

	Vendor
	Product

	Ab Initio Software Corp.
	Ab Initio Core Suite, Ab Initio Enterprise Meta Environment

	Ascential Software
	INTEGRITY(, INTEGRITY( CASS, INTEGRITY( DPID, 

INTEGRITY( GeoLocator, INTEGRITY( Real Time, 

INTEGRITY( SERP, INTEGRITY( WAVES, MetaRecon(, DataStage(XE, DataStage(XE/390, MetaRecon( Connectivity for Enterprise Applications, DataStage(XE Parallel Extender

	Brio Software
	SQR™, Brio Metrics Builder

	Business Objects
	Data Integrator, Rapid Marts

	Cognos
	DecisionStream, Cognos Analytic Applications

	Data Junction
	Integration Architect

	DataFlux (A SAS Company)
	DataFlux Data Management Solutions

	DataMentors
	ValiData®, DMUtils, DMDataFuseTM

	DataMirror
	Transformation Server™, DB/XML Transform™, Constellar Hub™, LiveAudit™ (Real-time, multi-platform data integration, monitoring and resiliency) 

	Embarcadero Technologies
	DT/Studio

	Firstlogic, Inc.
	Information Quality Suite

	Hummingbird Ltd.
	Hummingbird ETL™

	Hyperion
	Hyperion Integration Bundle (Essbase Integration Services, Hyperion Application Link, 3rd Party ETL Vendors), Essbase SQL Interface

	Informatica Corporation
	Informatica PowerCenter, Informatica PowerCenterRT, Informatica PowerMart, Informatica PowerConnect (ERP, CRM, Real-time, Mainframe, Remote Files, Remote Data), Informatica Metadata Exchange

	Microsoft
	SQL Server Data Transformation Services (DTS)

	Princeton Softech
	Active Archive

	Sagent
	Centrus, Data Load Server

	SAP
	mySAP BI

	SAS
	SAS ETL Studio, SAS Management Console

	Trillium Software™
	Trillium Software System® Version 6


INFRASTRUCTURE

	Vendor
	Product

	Ab Initio Software Corporation
	Ab Initio Core Suite

	Actuate
	Actuate 7 iServer

	Business Objects
	Data Integrator, Rapid Marts

	Cognos
	DecisionStream, Cognos Analytic Applications

	Hyperion
	Hyperion Essbase XTD, Hyperion Deployment Services

	Microsoft
	SQL Server 2000

	Network Appliance
	FAS Servers, NearStore™ nearline solutions and NetCache® content delivery appliances

	SAP
	mySAP BI

	Teradata, a division of NCR
	Teradata RDMS

	Unisys Corporation
	ES7000 Enterprise Server 


ADMINISTRATION AND OPERATIONS

	Vendor
	Product

	Ab Initio Software Corporation
	Ab Initio Enterprise Meta Environment, Ab Initio Data Profiler

	Actuate
	Actuate 7 iServer

	Brio Software
	Brio Performance Suite™ 8, Designer

	Business Objects
	Data Integrator, Supervisor, Designer, Auditor

	DataMirror
	High Availability Suite

	Embarcadero Technologies
	DBArtisan and Job Scheduler

	Hyperion
	Hyperion Essbase Administration Services

	Microsoft
	SQL Server 2000

	Network Appliance
	NetApp( Snapshot(, Snap Vault ™ & SnapRestore( software

	SAP
	mySAP BI


DATA ANALYSIS

	Vendor
	Product

	Ab Initio Software Corporation
	Ab Initio Shop for Data

	Actuate
	Actuate 7

	arcplan, Inc.
	DynaSight

	Brio Software
	Intelligence iServer, Designer, Explorer, Insight Server, Brio Metrics Builder

	Business Objects
	WebIntelligence, InfoView, Business Query 

	Cognos
	 Cognos Series 7, Cognos Metrics Manager

	Crystal Decisions
	Crystal Reports, Crystal Analysis Professional

	DataFlux (A SAS Company)
	DataFlux Data Management Solutions

	Firstlogic
	IQ Insight

	Hummingbird Ltd.
	Hummingbird BI™

	Hyperion
	Hyperion Essbase XTD

	IBM
	DB2 Cube Views

	Informatica Corporation
	Informatica Analytics Server, Informatica Mobile, Informatica Financial Analytics, Informatica Customer Relationship Analytics, 

Informatica Supply Chain Analytics, Informatica Human Resources Analytics

	Intelligenxia
	Virtual Analyst ™ Textual Analytics Software

	Microsoft
	SQL Server 2000 Analysis Services (OLAP, DM)

	MicroStrategy
	MicroStrategy 7i

	PolyVista Inc
	PolyVista Discovery Client v2.1

	Sagent
	Data Access Server

	SAP
	mySAP BI

	SAS
	SAS Enterprise Guide

	Temtec
	Executive Viewer(

	Teradata, a division of NCR
	Teradata Warehouse Miner


INFORMATION DELIVERY

	Vendor
	Product

	Actuate
	Actuate 7

	arcplan, Inc.
	DynaSight

	Brio Software
	Intelligence iServer, Reports iServer, Knowledge Server

	Business Objects
	InfoView, InfoView Mobile, Broadcast Agent

	Cognos
	Cognos Series 7

	Crystal Decisions
	Crystal Enterprise

	Hummingbird Ltd.
	Hummingbird Portal™, Hummingbird DM/Web Publishing™, Hummingbird DM™, Hummingbird Collaboration™

	Hyperion
	Hyperion Analyzer, Hyperion Reports, Hyperion Q&R, Analysis Studio (bundle)

	Informatica Corporation
	Informatica Analytics Server, Informatica Mobile

	Microsoft
	SQL Server Reporting Services, Microsoft Office, SharePoint Portal Server, Data Analyzer

	MicroStrategy
	MicroStrategy Narrowcast Server

	SAP
	mySAP BI

	SAS
	SAS Information Delivery Portal

	Temtec
	Executive Viewer(


ANALYTIC APPLICATIONS AND DEVELOPMENT TOOLS

	Vendor
	Product

	Ab Initio Software Corporation
	Ab Initio Continuous Flows

	Actuate
	Actuate 7

	arcplan, Inc.
	dynaSight

	Brio Software
	Brio Metrics Builder™, Designer, Explorer

	Business Objects
	Application Foundation, Customer Intelligence, Product and Service Intelligence, Operations Intelligence, Supply Chain Intelligence, Data Integrator, Rapid Marts

	Cognos
	Cognos Analytic Applications

(Supply Chain Analytics, Customer Analytics, Financial/Operational Analytics)

	Hyperion
	Hyperion Essbase XTD, Hyperion Application Builder, Hyperion Objects

	Informatica Corporation
	Informatica Analytics Server, Informatica Mobile, Informatica Financial Analytics, Informatica Customer Relationship Analytics, Informatica Supply Chain Analytics, Informatica Human Resources Analytics

	Microsoft
	SQL Server Accelerator for BI, Visual Studio.net

	MicroStrategy
	MicroStrategy Business Intelligence Development Kit

	Panorama
	Panorama NovaView BI Platform 3.5

	PolyVista Inc
	PolyVista Discovery Client v2.1

	ProClarity Corporation
	ProClarity Enterprise Server/Desktop Client

	SAP
	mySAP BI

	Temtec
	Executive Viewer(


BUSINESS INTELLIGENCE SERVICES

	Vendor
	Product

	Actuate
	Actuate 7

	BASE Consulting Group, Inc.
	Business Intelligence and Data Warehousing Professional Services - Data Access, Management, and Delivery, Training and Education

	Braun Consulting
	Expertise in deploying and integrating enterprise data architectures, data warehouses, analytical applications, and campaign management solutions

	Brio Software
	Brio Software Expert Services, Brio FastTrack

	Hyperion
	Hyperion Essbase XTD

	Knightsbridge
	High-performance data solutions: data warehousing, data integration, information architecture, low latency applications

	Microsoft Consulting Services
	BI Quickstart - proof of concept for BI

	MicroStrategy
	MicroStrategy Technical Account Management

	SAP
	mySAP BI

	SAS
	SAS Report Studio


VIII. Hospitality Suites and Labs


HOSPITALITY SUITES

The following sponsored events offered attendees a chance to enjoy food, entertainment, informative presentations, and networking in a relaxed, interactive atmosphere.

Monday Night

· arcplan, Inc.: arcplan’s Useless Knowledge Trivia Challenge
· Cognos Inc.: Landstar Paves the Road to Success with Cognos 

· IBM Corporation: IBM DB2’s 20th Anniversary 
Tuesday Night

· Microsoft Corporation: Bridge the Gap in San Francisco
· XML for Analysis Council: XMLA Is Here Today
Wednesday Night

· Unisys Corporation: BI Performance Gains on 64-bit SQL Server 2000
HANDS-ON LABS
The following lab offered the chance to learn about specific business intelligence and data warehousing solutions.

Tuesday Night

· Oracle: Hands-On with the Oracle9i Database OLAP Option
Wednesday Night

· Teradata, a division of NCR: Hands-On Teradata
IX. Onsite Training,  Upcoming Events, TDWI Online, and Publications

TDWI Onsite Courses

A cost-efficient way to train your team in your own environment. 
TDWI Onsite Courses offer a convenient and cost-effective way to give your entire team an equivalent understanding of data warehousing and business intelligence concepts. We can tailor TDWI's courses to meet your company's unique challenges and issues, and the skill levels of team members. For more information, contact Yvonne Baho at 978.582.7105 or mailto:ybaho@dw-institute.com, or visit http://www.dw-institute.com/education/courses/index.asp.

2003 TDWI Seminar Series

In-depth training in a small class setting.

The TDWI Seminar Series is a cost-effective way to get the business intelligence and data warehousing training you and your team need, in an intimate setting. TDWI Seminars provide you with interactive, full-day training with the most experienced instructors in the industry. Each course is designed to foster student-teacher interaction through exercises and extended question and answer sessions. To help decrease the impact on your travel budgets, seminars are offered at several locations throughout North America. 

Washington, DC: June 2–5, 2003

Minneapolis, MN: June 23–26, 2003

San Jose, CA: July 21–24, 2003

Chicago, IL: Sept. 8–11, 2003

Austin, TX: Sept. 22–25, 2003

Toronto, ON: October 20–23, 2003
For more information on course offerings in each of the above locations, please visit: http://dw-institute.com/education/seminars/index.asp.
2003 TDWI World Conferences 

Summer 2003
Boston Marriott Copley Place & Hynes Convention Center 
Boston, MA
August 17–22, 2003 

http://www.dw-institute.com/education/conferences/boston2003/index.asp
Fall 2003
Manchester Grand Hyatt
San Diego, CA
November 2–7, 2003 

For More Info: http://dw-institute.com/education/conferences/index.asp
TDWI Online
TDWI’s Marketplace provides you with a comprehensive resource for quick and accurate information on the most innovative products and services available for business intelligence and data warehousing today, along with links to related articles and research
Visit http://www.dw-institute.com/marketplace/index.asp
Recent Publications

1.
Business Intelligence Journal, Volume 8, Number 2 contains articles on a wide range of topics written by leading visionaries in the industry and in academia who work to further the practice of business intelligence and data warehousing. A Members-only publication. 

2.
What Works: Best Practices in Business Intelligence and Data Warehousing, volume 15. Compendium of industry case studies and Lessons from the Experts.

3.
Ten Mistakes to Avoid for Mature Data Warehouses (Quarter 2). This series examines the 10 most common mistakes managers make in developing, implementing, and maintaining business intelligence data warehouses implementations. A Members-only publication.
4.
Evaluating ETL & Data Integration Platforms. Part of the 2003 Report Series, with findings based on interviews with industry experts, leading-edge customers, and survey data from 750 respondents.
5.
Data Warehousing Salaries, Roles, and Responsibilities Report is a survey that provides an in-depth look at how data warehousing professionals spend their time and how they are compensated. A Members-only publication.

For more information on TDWI Research please visit http://dw-institute.com/research/index.asp
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